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I moved 🙂
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Today’s AI is Capable
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What is the Missing Piece?
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What is the Missing Piece?

Evalu
ation
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Evaluation
100x cost reduction for benchmarks [ICML 2024]
Evaluation with 100s of prompt templates [NeurIPS 2024]

Readiness of LLMs for tasks in the economy

300k downloads 30k downloads
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Efficiency
LLM Routing: choosing the right LLM for the task reduces 
cost and improves performance [ICLR 2024, COLM 2024]

Serving 1000s of Customized LLMs
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The Challenge
Serving 1000s of customized LLMs as individual models is 
too expensive…
We need to consider the customization mechanism:

Trained AdapterFrozen LLM
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Careful System Design

S-LoRA (Sheng et al. 2024):
Add adapters on-the-fly

during serving
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… is good, but not enough

S-LoRA (Sheng et al. 2024):
Add adapters on-the-fly

during serving

• 1000 LoRAs is still ~10x model size
• We can’t fit them in the GPU memory
• Throughput degrades as we scale
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Considering Collection of LoRAs

• Is there redundancy in a large collection?
• Is there room for approximation error?
• Can we serve 1000+ LoRAs as efficiently

as a single LLM?
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Step 1: Train Lots of LoRAs
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GPU-Friendly Compression

shared

LoRA-specific
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Room for Approximation

Up to 50% 
reconstruction 
error preserves 

the performance
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Compression vs Performance
80%+ 

compression 
up to 100 

LoRAs

Lower gains 
for 500 LoRAs
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Clustering Extension
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Revisiting 500 LoRAs

Sweet Spot!
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Revisiting 500 LoRAs

• Empirical data drives the methodology
• Proxy metric (reconstruction error) 

allows fast experimentation
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Revisiting 500 LoRAs
Over 95% 

compression 
with 500 

LoRAs
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What about a 1000 LoRAs?

Over 95% 
compression 

with 1000 
LoRAs
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Throughput with vLLM



23

What is Next?
Development with customized models:
• Multi-agent chats [character.ai]
• Complex synthetic data pipelines
• LLM agents [crew.ai]

Efficient Test-Time Scaling
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What is the capital of France? It’s Paris [EOS][UQ] 95% [/UQ]

Input LLM 
generation

LLM + UQ LoRA 
generation

Programmatic 
activation token

Unaltered base model generation
LoRA-based verifiers can be trained independently
Can support 100s (or 1000s) of specialized verifiers

What is Next: Test-Time Search
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What is Next: o1-style

Speculations on Test-Time Scaling, Rush & Ritter, 2024
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What is Next: o1-style

Speculations on Test-Time Scaling, Rush & Ritter, 2024
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What is Next: o1-style

LLM 
generation

Self-Evaluation 
LoRA

Reasoning Policy

LLM continues generation

[...] … Option A: … \n [SE] Meh. Try again. [/SE] … … …[...] … Option A: … \n [SE] Meh. Try again. [/SE] … … …[...] … Option A: … \n [SE] Meh. Try again. [/SE] … … …[...] … Option A: … \n [SE] Meh. Try again. [/SE] … … …
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What is Next: Tool Use

[...] … 32 – 2 = [TOOL][CALC] ARGS for CALC [/CALC] 7 …

LLM* 
generation

Calc argument 
parser LoRA

Tool selection LoRA Insert tool output

[...] … 32 – 2 = [TOOL][CALC] ARGS for CALC [/CALC] 7 …[...] … 32 – 2 = [TOOL][CALC] ARGS for CALC [/CALC] 7 …[...] … 32 – 2 = [TOOL][CALC] ARGS for CALC [/CALC] 7 …
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What is Next: Tool Use

LLM* 
generation

Calc argument 
parser LoRA

Tool selection LoRA

… …

Insert tool output

LLM* continues generation 
ignoring [TOOL] … [/CALC]

[...] … 32 – 2 = [TOOL][CALC] ARGS for CALC [/CALC] 7 …
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What is Next: Tool Use

Granite* 
generation

Calc argument 
parser LoRA

Tool selection LoRA

… …

Insert tool output

Granite* continues generation 
ignoring [TOOL] … [/CALC]

[...] … 32 – 2 = [TOOL][CALC] ARGS for CALC [/CALC] 7 …• Many opportunities to create test-time 
capabilities through dedicated LoRAs

• We can serve such systems as efficiently as the 
vanilla LLM
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Big Shoutout!

Tal Shnitzer
LLM Routing

And many others!

Hongyi Wang
LLM Routing

Felipe Maia Polo
LLM Evaluation

Rickard Gabrielsson
LoRA Compression
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Thank You!
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Questions?


